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We study subjects who were asked to fill letters into envelopes with a remuneration independent of output. In the “pair” treatment, two subjects worked at the same time in the same room, and peer effects were possible. In the “single” treatment, subjects worked alone, and peer effects were ruled out. We find evidence of peer effects in the pair treatment because the standard deviations of output are smaller within pairs than between pairs. Moreover, average output is higher in the pair treatment: thus, peer effects raise productivity. Finally, low-productivity workers are the most sensitive to the behavior of peers.

I. Introduction

Scholars in many disciplines have long tried to estimate empirically the extent to which individual behavior is modified by peer effects. The reason why doing this is difficult despite the apparent wealth of evidence from daily experience is that observational data do not allow us to easily separate the pure effect of peer behavior from the effect of confounding...
factors. Using data from a controlled field experiment in which randomly selected subjects were paid independently of their work output, we show in this article that the productivity of a worker is systematically influenced by the productivity of peers in the absence of confounding factors. These results provide clean evidence for the existence of peer effects on work behavior.

To understand the nature of our experiment, consider two individuals working on separate tasks, where one is in sight of the other. Suppose that we observe them behaving in a similar way, which we suspect could be generated by peer effects. To be precise, we say that peer effects exist if the output of individual $i$ increases when the output of $j$ increases and nothing else changes. Following Manski (1993), a first set of confounding factors is generated by the possibility that local attributes of the environments in which the two individuals operate determine their behavior. If observational data do not allow us to fully control for these local attributes, we could observe the behavior of $i$ and $j$ changing simultaneously, even in the absence of true peer effects, simply because some unobserved local attributes have changed. Second, it is possible that the two individuals have similar characteristics that would make them behave similarly even if they were not working in sight of one another. With respect to both of these possibilities, it could also happen that $i$ and $j$ decide to work near each other because they like the same local attribute, which in turn affects their behavior, or because they both like to be near individuals with similar characteristics. In these cases, the supposed effect of peers would instead be the result of sorting according to local or personal attributes.

The most recent generation of studies that try to measure peer effects with observational data has made several important steps toward solving these problems. However, even if the setting offers an almost perfect opportunity to identify peer effects in many of these studies, the impossibility of controlling for all local or personal confounding factors and for endogenous sorting makes the identification strategy not fully convincing. The most significant recent steps forward in this literature are offered by Katz et al. (2001) and Sacerdote (2001), who use data based on randomized assignments of individuals to peer groups. However, both of these papers are confronted with the consequences of local confounding factors. More specifically, Sacerdote (2001) finds evidence of peer effects among Dartmouth students randomly assigned to the same dorm but
cannot completely exclude the possibility that these effects might be due to local time-varying shocks. This is less of a problem in Katz et al. (2001), which analyzes the consequences of randomly changing the residential neighborhood of families residing in high-poverty public housing projects and therefore is not primarily interested in isolating pure peer effects from local effects. A further important difference with respect to our setting is that neither of these papers focuses on a work environment.

In contrast, we focus explicitly on a real work environment in our study, and we aim to assess the existence of peer effects in a fully controlled setting where no possible confounding factor can hinder this assessment. As in any other controlled experiment, the possibility of obtaining clean evidence complements the evidence generated by observational studies in an informative way.  

Our subjects were recruited randomly and asked to perform a typical short-term job, one that would be paid independently of individual or team output. The work task was to stuff letters into envelopes. We studied two treatments. In the “pair” treatment, our main treatment, two subjects work simultaneously in the same room. This setting allows for the possibility that the behavior of a subject is affected by the behavior of the other member of the pair. Given two subjects $i$ and $j$ in a pair, we speak of positive peer effects if the output of $i$ systematically raises the output of $j$ and vice versa, leading to similar output levels within the pair. A formal characterization of this definition will be given in Section III. In the second treatment (the “single” treatment), which serves as our control, peer effects are ruled out by design because subjects work alone in a room. Output in this treatment reveals the level of productivity in the absence of any peer influence. The comparison of the outputs arising in the pair treatment with those from the single treatment permits the assessment of the effects of peers on individual productivity.

Our main results are as follows. First, we find strong and unambiguous evidence for the existence of positive peer effects in the pair treatment. This can be inferred from the fact that output within pairs is very similar, while it differs substantially between pairs. This difference is particularly striking when compared to what happens in random allocations of subjects from the pair and the single treatment in simulated pairs. By comparing the standard deviation of output within and between true and simulated pairs, we show that peer effects are large and highly significant. Second, even though economic incentives are identical, average output in the pair treatment is higher than that in the single treatment. Thus, peer effects
significantly increase output. Third, we show that peer influence affects subjects differently. In particular, we find that it mainly improves the output of less productive subjects. Finally we derive an implicit estimate for the strength of peer effects. Interestingly, the estimated coefficient is very similar to a comparable estimate derived by Ichino and Maggi (2000) with observational data.

The remainder of this article is organized as follows. The next section, Section II, describes the design of our experiment. Section III discusses the behavioral hypotheses, while Section IV presents our results. Section V concludes.

II. Design of the Field Experiment

The goal of this article was to study potential peer effects on work behavior. We therefore conducted a field experiment where subjects who performed a simple task in a highly controlled environment were exogenously sorted into two different treatments. Before discussing our treatments in detail, we describe the recruitment process, the work task, and the procedures.

A. Recruitment

All of our subjects were high school students who were recruited from different schools in the area of Winterthur, a city in the canton of Zurich (Switzerland). Students were asked in announcements posted on blackboards if they would like to do a simple short-term job requiring no previous knowledge. In the announcement, it was stated that the job was a one-time 4-hour job and it paid SFr 90 (1 SFr [Swiss franc] ≈ .70 US$ ≈ €.70). The payment was obviously attractive, as we were able to recruit the number of subjects we had planned to recruit within 24 hours.

Students applied by e-mail. After receiving their applications, we informed them of the precise date and location where they were expected to carry out the job. The experiment took place during the spring 2002 vacation, a period covering 2 weeks. The work was performed in a high school building in Winterthur.

B. Procedure and Task

Upon arrival, subjects were welcomed and informed about the task and the procedural details. In particular, they were told that they had to work for 4 hours without a break and that at the end of this time, they would receive their payment.

We chose a work task that was simple, required no previous knowledge, and was easy to measure. In particular, students had to prepare the mailing of a questionnaire study for the University of Zurich. This job basically involved stuffing letters into envelopes. First, subjects had to fold two
sheets of paper (one sheet contained the description of the questionnaire; the other was to be filled out by the recipients of the study). After placing the two sheets into the envelope, subjects had to seal the envelope and put an “A-priority” sticker on it. When a set of 25 envelopes had been completed, the set had to be bundled with a rubber band and put in a box. The work environment was exactly the same for each subject, including, for example, the same type of desk and chair and the same large number of envelopes and sheets (fig. 1 displays a picture of a subject’s desk). Payment was independent of output and was paid in cash. The procedure was exactly the same in both treatments.

Note that we determined a subject’s output only after he or she had been paid. This implies that we have only one output observation per subject. An interesting question that we cannot address with this procedure concerns the importance of peer effects over time. For example, peer effects may be stronger at the beginning than at the end of the experiment. To address differences over time it would have been necessary to document output not only at the end of the experiment but also during the experiment. This would have required, for example, installing a camera and videotaping subjects’ behavior or having an experimenter count output during the experiment. It is likely that this type of intervention would have been experienced as quite “unnatural” by our subjects. Since one of our primary goals was to implement a rather natural work environment, we decided against this option.
C. Treatments

We studied two treatments, the pair treatment and the single treatment. In the pair treatment, two subjects did the task described above at the same time in the same room. The two desks were situated in such a way that a subject could easily realize the output of the other subject (the position of the second desk can be seen in the background of fig. 1). Subjects were free to communicate, but they were instructed that they had to perform independently the task described above. Hence, they were not allowed to engage in teamwork or division of labor. We invited only students from different high schools to participate in this treatment in order to minimize the possibility that two subjects in the pair treatment would know each other.

In the pair treatment, peer effects were possible. In contrast, peer effects were ruled out by design in the single treatment. In this control treatment, everything was exactly the same as in the pair treatment, except that in this case each subject worked alone in a room. Since subjects did not have any contact with another subject and were not informed about other subjects’ output in this treatment, the single treatment rules out any potential peer effect stemming from a coworker. Therefore, a comparison of output arising in the single treatment with that of the pair treatment indicates the potential effects of peers on productivity.

A total of 24 subjects participated in our study, eight in the single treatment and 16 (eight pairs) in the pair treatment. Treatment assignment was random. No subject participated in more than one treatment.

From a methodological point of view, some aspects of the design are worth pointing out. Unlike most lab experiments that study work behavior, our subjects performed a “real” task. In a typical lab experiment, the choice of work effort is represented by an increasing monetary function, that is, instead of choosing real effort, subjects choose between numbers knowing that each choice has a different cost. This procedure has been used in tournament experiments (e.g., Bull, Schotter, and Weigelt 1987) and in efficiency wage experiments (e.g., Fehr, Kirchsteiger, and Riedl 1993). Some authors have recently conducted so-called real effort experiments to study incentive mechanisms and efficiency wages. In Fahr and Irlenbusch (2000), subjects had to crack walnuts; in Van Dijk, Sonnemans, and Van Winden (2001), subjects performed cognitively demanding tasks on the computer (two-variable optimization problems); and in Gneezy (2003) and Gneezy, Niederle, and Rustichini (2003), subjects had to solve mazes at the computer. While these real effort tasks resemble regular work more than just choosing a number, subjects probably did not perceive these tasks as economically valuable. This means that an important dimension of regular work was missing. In contrast, subjects in our study performed a regular, economically valuable job.
III. Behavioral Hypotheses

To illustrate what we expect to happen in our experiment in the presence of peer effects, we present in this section a slightly modified version of the model proposed by Ichino and Maggi (2000). Consider a generic subject $i$ of our experiment who chooses a level of output denoted by $X_i$. We assume that the gain from producing $X_i$ is given by

$$G(X_i, Y^*, \theta_i),$$

with $G_{11} < 0$, where $\theta_i$ is a preference parameter (the subject’s “type”) and $Y^*$ is a vector of characteristics describing the local environment $e$ in which $i$ operates. A higher value of $\theta_i$ indicates a worker with a higher marginal gain from producing $X_i$. This amounts to assuming $G_{11} > 0$.

We introduce the possibility of peer effects by modeling the cost of producing as given by $L(X_i, \bar{X}_i)$, where $\bar{X}_i$ is the average output of peers in the environment in which $i$ operates. In the absence of peer effects $L_{12} = 0$, while if instead $L_{12} \leq 0$, there are peer effects in the sense that the cost of producing is lower when average production is higher. Note that our goal is not to identify the determinants of peer effects but just to understand what we should see in the data generated by our experiment if peer effects are at work. By allowing $L$ to depend on $\bar{X}_i$ we suggest the possibility that, for whatever reason, it may be costly for a subject not to keep effort in line with what the others do. 3 Note that the way we model peer effects differs from the way peer effects are modeled, for example, in Kandel and Lazear (1992) or Huck et al. (2002). The latter models focus on the question of whether peer pressure improves performance in situations where payments are based on team incentives, that is, where a subject’s effort has a positive externality on other team members’ profits.

Considering a team of subjects like $i$, we can characterize the Nash equilibria of this game. The first step is to derive an individual subject’s optimal choice given the other subjects’ choices. Each subject chooses to maximize the individual utility of production,

$$U^i = G(X_i, Y^*, \theta_i) - L(X_i, \bar{X}_i).$$

Therefore, the optimal output level will be a function of $\bar{X}_i$, $Y^*$, and $\theta_i$:

$$X_i = g(\bar{X}_i, Y^*, \theta_i).$$

Given our assumptions, we have $\frac{\partial X_i}{\partial \bar{X}_i} \geq 0$ with strict inequality if positive peer effects exist and $\frac{\partial X_i}{\partial \theta_i} > 0$. Note that equation (1) is a structural condition because $X_i$ is endogenous.

3 For discussions of possible determinants of peer effects see, among others, Kandel and Lazear (1992), Akerlof (1997), Spagnolo (1999), and Huck, Kübler, and Weibull (2002).
Using (1) and denoting with \( f^e(\theta) \) the distribution of types in the environment \( e \), we can write

\[
\bar{X}^e_i = \int g(\bar{X}^e_i, Y^e, \theta) df^e(\theta).
\] (2)

The solutions of this equation in \( \bar{X}^e_i \) represent the equilibrium average output levels. Note that, if \( g \) is linear, there is a unique equilibrium, but if \( g \) is nonlinear, multiple equilibria are possible.

Coming closer to the setup of our experiment, note that, in the pair treatment, \( X^e_i = X^e_{ij} \), where \( i \) and \( j \) denote the two subjects in a pair. Moreover, since the environment is controlled by the experimenter and kept constant for all subjects and treatments, \( Y^e_i = Y \). Thus, linearizing, for simplicity, equation (1), we obtain

\[
X_i = Y + \beta X_j + \theta_i
\] (3)

and symmetrically for \( j \). In this equation, \( \beta \) measures how the output of \( i \) depends on the output of \( j \) when they work in a pair. Within this context, we say that peer effects exist and are positive if the output of \( i \) increases with the output of \( j \), which formally means the following:

**Definition 1.** If \( \beta > 0 \), positive peer effects exist in a pair. \( \beta = 0 \) implies absence of peer effects, while these effects are negative if \( \beta < 0 \).

In the equilibrium of the pair treatment, the output of subject \( i \) is given by

\[
X^e_i = \frac{Y}{1 - \beta} + \frac{\theta_i + \beta \theta_j}{(1 - \beta^2)},
\] (4)

while the same subject in the single treatment would produce

\[
X^e_i = Y + \theta_i,
\] (5)

since in this treatment no other subject exercises any pressure on \( i \). Symmetrically, we can derive analogous expressions for \( j \). It is important to note that random assignment ensures that types \( \theta \) are randomly distributed in the two treatments.

Points \( P \) and \( S \) in figure 2 describe the respective equilibria of the pair and single treatments. The figure also plots the reaction curves described by equation (3) for the pair treatment, which cross at \( P \), and by equation (5) for the single treatment, which cross at \( S \).

It is immediately obvious that the difference between the output levels of the two subjects within each pair is equal to

\[
|X^e_i - X^e_j| = \frac{|\theta_i - \theta_j|}{1 + \beta}.
\] (6)
As a result, positive peer effects can be detected in the pair treatment according to the following proposition, which will be tested in Section IV.

**Proposition 1.** If positive peer effects exist, that is, $\beta > 0$, the absolute value of the difference between output levels within pairs should be smaller than if there were no peer effects.

An illustration of proposition 3 is given with the help of figure 2, where $P$ shows an equilibrium with $\beta > 0$ and $S$ shows an equilibrium with $\beta = 0$. Since $P$ is closer to the $45^\circ$ line than $S$, output levels are more similar in $P$ in comparison to $S$. Moreover, it is obvious that a higher $\beta$ implies output levels that are increasingly similar in the $P$ equilibrium.

The setting of our experiment offers the possibility for testing further implications of peer effects. In the absence of these effects, the distributions of output should be the same in the pair treatment and in the single treatment. This is so because the economic incentives are identical in both conditions. Of course, there might be individual differences because some subjects are, for example, more talented than others or feel more obliged to perform well than others do. However, since subjects are randomly allocated to the treatment conditions, individual differences should cancel out.
On the contrary, if peer effects do exist, it is easy to show that the average output in the two treatments should differ. Using equation (3), the average output of $i$ and $j$ when they work in a pair is

$$\frac{X_i^p + X_j^p}{2} = \frac{Y}{(1 - \beta)} + \frac{(\theta_i + \theta_j)/2}{1 - \beta},$$

while the average output of the same two subjects working alone in the single treatment would be

$$\frac{X_i^s + X_j^s}{2} = Y + \frac{\theta_i + \theta_j}{2}.$$  

A comparison of equations (7) and (8) shows that, in the presence of positive peer effects such that $0 < \beta < 1$, average output is higher in the pair treatment than in the single treatment. This can also be inferred from figure 2, where output in the $P$ equilibrium is clearly higher compared to output in the $S$ equilibrium. If instead $\beta > 1$, the output level of the two subjects would still be higher in the pair treatment but it would be equal to infinity. On the contrary, in the case of negative effects ($\beta < 0$), the output of a subject reduces the output of the other, and then the output of the pair treatment would be lower than the output of the single treatment. Our model therefore suggests a second proposition, which will be tested in Section IV.

**Proposition 2.** In the presence of positive peer effects, the average output of the pair treatment exceeds that of the single treatment.

Note that proposition 2 states a behavioral consequence of peer effects, which is similar to the so-called social facilitation paradigm in social psychology. According to this paradigm, even the mere presence of another person improves one’s performance. Numerous studies have supported evidence for this type of behavior.\(^4\)

Our final proposition derives immediately from the first two given the setting, but it is worth stating it explicitly. Let us focus on a pair of subjects $i$ and $j$ and consider the differences $\Delta X_i = X_i^p - X_i^s$ and $\Delta X_j = X_j^p - X_j^s$, which measure the change between the two potential output levels in the pair and in the single treatment, respectively, for $i$ and $j$. Using (4) and (5), note that $\Delta X_i - \Delta X_j = (X_i^p - X_i^s) - [(X_i^p - X_i^s)/(1 + \beta)]$. It is easy to see that, if $\beta > 0$, this quantity is strictly positive only when

\(^4\) See, e.g., Zajonc (1965), Cottrell et al. (1968), and Hunt and Hillery (1973). In Allport (1920), the performance of subjects doing simple tasks (like chain word association) was much better in groups than if subjects did the tasks alone. In a more recent study, Towler (1986) takes the time cars need to reach a 100-yard mark from a standing start at traffic lights. He reports that, if there are two cars at the traffic light, the time to travel the 100 yards is significantly shorter than if there is just one car.
that is, only when \( i \) is the member of the pair who would produce more if both subjects were working alone.\(^5\) Thus, the following proposition holds.

**Proposition 3.** Given a pair of subjects working together, the subject who would be less productive working alone is the one whose output increases by more when joining the pair as opposed to working alone.

Hence, our simple model suggests three propositions that describe the implications of peer effects in our treatments. We test these propositions in the next section, where we also show how our data can be used, in light of the model described above, to derive an implicit estimate of \( \beta \).

**IV. Results**

In this section, we present our results and test our behavioral predictions. Our main interest concerns the existence of positive peer effects, which are revealed by the observation that output levels within pairs are similar in the pair treatment.

In order to test proposition 1, consider the standard deviation of output within and between pairs.\(^6\) In the absence of peer effects (i.e., \( \beta = 0 \)), working in a particular pair has no effect on individual behavior. In this case, therefore, the standard deviations of output within pairs should be identical to those generated by any simulated configuration of pairs constructed from the subjects who worked alone in the single treatment. Given our data, there are 105 possible configurations of four pairs with eight individuals.\(^7\) Only one of these 105 configurations originates a hypothetical within standard deviation lower than that obtained with the true pairs of the pair treatment. The likelihood that this finding is just pure coincidence in the absence of peer effects is below 1%.

A second test of the same proposition is possible by comparing the true pairs and simulated pairs using only the subjects involved in the pair treatment. In the absence of peer effects (i.e., if \( \beta = 0 \)), the standard deviation of output within the true pairs should be identical to the within standard deviation generated by any simulated configuration of pairs constructed from the same group of people. Moreover, there should be no reason to expect that the between and within standard deviations obtained with the true pairs should differ in any specific direction. These comparisons are shown in figures 3, 4, and 5.

\(^5\) This is also graphically evident in fig. 2.

\(^6\) We use standard deviations instead of differences to facilitate the computation and the comparison of within and between statistics. This, however, does not change the substance of our results because, in our specific case, the standard deviation within a pair is equal to the absolute value of the difference between the output levels of the pair divided by the square root of 2.

\(^7\) This number of configurations is in general equal to \( (N^2 - 1)/2 \) \((N - 2i - 1)\), where \( N \) is the (even) number of individuals, i.e., eight in our case.
Figure 3 plots the kernel density of the simulated within-pairs standard deviations computed for 20,271 randomly chosen different configurations of pairs of the 16 individuals involved in the pair treatment. To be more precise, we generated all 2,027,025 possible configurations of eight pairs with these 16 individuals, and for one out of every 100 of these configurations we computed the within-pairs standard deviation.

The variation of these simulated within standard deviations ranges from 9.6 to 34.8 letters. The vertical line in figure 3 identifies the standard deviation within true pairs, that is, that computed for the pairs who actually worked together in our experiment. This standard deviation is equal to 14.6 letters, and only 1.17% of the simulated configurations originated a lower value. This suggests that, on average, the output levels of two individuals working in the same room on separate tasks are significantly more similar than the output levels of two individuals working separately. In other words, in the absence of any peer effect, the probability of observing a within-pairs deviation as low as 14.6 is, on average, less than

---

8 See n. 7.
9 We would have liked to have computed the within-pairs standard deviations for all 2,027,025 configurations, but this calculation would have required a substantial amount of computer time without any major gain from the viewpoint of the reliability of our results.
Hence, we can reject the hypothesis of the absence of peer effects with a high level of confidence.

In line with figure 3, we find in figure 4 that the observed standard deviation between the true pairs in the experiment (which is equal to 33.7 letters) is higher than 98.85% of the between standard deviations generated by the simulated configurations of pairs. The chance that such a high between standard deviation could be generated in the absence of peer effects is extremely low (in particular, smaller than 1.15%). Moreover, figure 5 plots the kernel density of the between minus within difference for each hypothetical configuration of pairs. It is evident that this difference is not systematically positive or negative, since it is approximately symmetric around zero. Note that this is exactly what one would expect in the absence of peer effects, while in the presence of these effects, the between standard deviation should be larger than the within. This is indeed what we find for the true pairs of our experiment: the between minus within difference is equal to 19.0 letters, as indicated by the vertical line in the figure. For only less than 1.17% of the simulated configurations, the analogous difference reaches a higher value. Hence, while in the absence of peer effects, there would be no reason to expect the within

Note that the standard deviations computed for the simulated configurations are identically but not independently distributed random variables. Because of stochastic variation, the true probability of observing a within standard deviation smaller than 14.6 in a simulated configuration might be larger or smaller than 1.17%. However, it will be equal to this value on average, since the random variables are identically distributed.
standard deviation to be smaller than the between standard deviation or vice versa, figure 5 suggests that, when individuals are paired in the same room, the between-pairs deviation is significantly larger than the within-pairs deviation. This implies that, ceteris paribus, working in pairs induces more similar output levels than working separately.

We now turn to our second proposition. Remember that, according to standard economic theory, average output levels in the pair treatment and in the single treatment should be similar, because incentives are identical in both treatments. In the presence of peer effects, however, output should be higher in the pair treatment compared to the single treatment. This is in fact what we find. The average output in the single treatment is 190 envelopes, while the average output in the pair treatment is 221 envelopes. The difference is not only sizable in percentage terms (16.3%) but also statistically significant despite the small sample size. To show this, we regress outputs in both treatments on a treatment dummy for the pair treatment. The respective $p$-value of this dummy is 0.068. This is confirmed by the nonparametric Wilcoxon rank sum test ($p = 0.049$, one sided). Thus peer effects lead to higher average output, as hypothesized in proposition 2.

Finally we provide evidence in favor of our third proposition, which suggests that, in the presence of positive peer effects, the subject of a pair who would be less productive in the single treatment is the one who would increase the productivity by more when joining the pair as opposed to working alone. With the data at our disposal, we cannot perform a direct test of proposition 3, because for each subject we observe the output
Table 1
Quantiles of the Output Distribution in Each Treatment

<table>
<thead>
<tr>
<th>Quantile</th>
<th>Single Treatment</th>
<th>Pair Treatment</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>10th</td>
<td>133</td>
<td>175</td>
<td>42</td>
</tr>
<tr>
<td>25th</td>
<td>173</td>
<td>207</td>
<td>34</td>
</tr>
<tr>
<td>50th</td>
<td>194</td>
<td>212</td>
<td>18</td>
</tr>
<tr>
<td>75th</td>
<td>213</td>
<td>236</td>
<td>23</td>
</tr>
<tr>
<td>90th</td>
<td>256</td>
<td>265</td>
<td>9</td>
</tr>
</tbody>
</table>

Note.—Columns 1 and 2 of the table report the quantiles of the output distribution for the single and the pair treatments, estimated using a quantile regression of output on a dummy for the pair treatment plus a constant. Column 3 reports the absolute value of the difference between the quantiles estimated for the two treatments.

level only in the treatment he or she is assigned to but not the output level in the counterfactual treatment. However, the comparison of the quantiles of the distributions for the single and the pair treatment provide evidence that is consistent with this proposition. These quantiles are shown in columns 1 and 2 of Table 1. The output of the 10th quantile in the single treatment is 133, while the output of the same quantile in the pair treatment is 175, which implies a difference of 42 letters. For the 90th quantile, instead, the output levels of the two treatments are, respectively, 256 and 265, with a difference of only nine letters. Thus, at low productivity levels, peer effects determine large differences in output between the pair treatment and the single treatment, while at high productivity levels the differences are small. In fact, the Spearman rank correlation between the differences and the corresponding productivity levels is negative and significant (Spearman’s ρ = -0.900, p = .018, one sided). This is what one would expect to see in the data given proposition 3.

We conclude this section by showing how, in the light of our simple model of Section III, the data generated by our experiment can be used to estimate β. Remember that this parameter measures how the output of i influences the output of j in a pair and vice versa. Equations (4) and (5) say that a subject i’s outputs in the pair treatment and in the single treatment are given, respectively, by $X_i^p = [Y/(1 - \beta)] + ([\theta_i + \beta \theta_j]/(1 - \beta^2))$ and $X_i = Y + \theta_i$. Substituting the sample averages $\bar{X}_i$ for $X_i^p$ and $\bar{X}_i$ for $\theta_i$ and $\bar{\theta}$, after simplifying we can compute the average $\bar{X}_i$, solving $\bar{X}_i = (X_i + \beta \bar{X}_i)/(1 - \beta^2)$ or $221 = (190 + \beta 190)/(1 - \beta^2)$. This gives an implicit estimate of $\beta = 0.14$, which implies that, when the output of j increases by one unit, the output of i increases by 0.14 units, on average. Of course, we do not claim that 0.14 is a universal number. Yet, it is interesting and reassuring to see that Ichino and Maggi (2000), who derive a comparable estimate of $\beta$ with observational data, get very similar numbers. Their study exploits personnel longitudinal data on workers in different branches of a large Italian firm to analyze peer effects in absenteeism behavior. On the basis of a first-difference version of equation (3), they
look at movers between branches and estimate how much their absenteeism changes as a function of the difference in the absenteeism of stayers of the departure and arrival branch. This procedure allows them to control for individual and branch fixed effects as well as for several individual and local time-varying covariates. Depending on the specification, their estimates of $\beta$ are $\beta = 0.14$, $\beta = 0.18$, and $\beta = 0.15$.

V. Concluding Remarks

In this article, we have presented clean evidence in favor of the existence of peer effects. We have shown, using a controlled field experiment, that the behavior of subjects working in pairs is significantly different than the behavior of subjects working alone. The standard deviations within pairs are significantly smaller than those between pairs. As a second result, peer effects work in the direction of raising the overall average productivity significantly. We also show that the less productive workers are more affected by peer effects than the high-productivity workers. In other words, “bad apples,” far from damaging “good apples,” seem instead to gain in quality when paired with the latter. The presence of peer effects is robust and quantitatively important, even though subjects interacted only once and did not know each other. This suggests that the effects measured in our study are a lower boundary for the effects that prevail in actual labor relations.

In our experiment, we implemented a fixed pay regime; that is, payments were not conditioned on output. This was done in order to keep things as simple as possible. In many firms, however, more sophisticated pay regimes are common. Often pay is based on individual performance, as in piece rate schemes. Alternatively, pay often depends on group performance, as in profit sharing, team-based incentives, or stock option plans. It would be interesting to study the interaction of these incentive schemes and peer effects in our real effort setup.

If pay is based on group incentives, it may well be the case that peer effects play a decisive role in enhancing performance. This holds, in particular, if group members can directly exhibit peer pressure in the form of social exclusion or sanctions or by pushing poor performers out of the team. This type of peer pressure is not modeled in our experiment, where peer effects are operative through comparisons only. There is, however, evidence from public goods experiments that peer pressure enhances team performance. In these experiments, subjects are given the opportunity to sanction other players after observing their contributions to the team. In the absence of such sanction possibilities, cooperation and team performance are typically rapidly declining over time. In contrast, if sanctions are possible, free riders are severely sanctioned and contribution levels are high and stable (Fehr and Gächter 2000). The driving forces
behind this type of sanctions are studied in much detail in Falk, Fehr, and Fischbacher (2005).

In the case of individual pay-for-performance, peer effects may play a less important role simply because the situation is much more structured and individual output produces no externality on the earnings of other employees. However, even if pay is based on individual output, employees may care about their own output and pay relative to the output and pay of their coworkers. If this holds, peer effects of the kind studied in this article may affect effort even in pay-for-performance schemes.

The existence of peer effects raises an interesting question concerning the efficient design of the workplace. Should employees work in groups or alone? If they work in groups, how should low-productivity and high-productivity workers be optimally grouped? In light of our results, the output maximizing strategy is to let people work in groups rather than alone. In addition, since high-productivity workers seem to elevate low-productivity workers, it may be optimal to group low- and high-productivity workers instead of grouping workers of similar productivity. These conclusions, however, are based on peer effects observed in a fixed pay regime and for simple job tasks. Whether they remain valid in a more general setting and, specifically, if employees are paid according to group incentives or individual pay-for-performance remains an empirical question to be considered in future research.
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